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The importance of getting things right
Getting the core components of your Azure Virtual Desktop deployment right is crucial for success.

A well-designed AVD deployment can result in:

• Happy end-users.

• Satisfied stakeholders.

• Content engineers. 

• A project delivered on time and within budget.

A poorly designed AVD deployment can lead to:

• Unhappy end-users.

• Frustrated stakeholders.

• Stressed out engineers. 

• A project that is over budget and delayed.

Over the next 45 minutes, I’ll take you through some key insights that we’ve gained 
from being involved in or working with over 3,000 AVD deployments and how 
Nerdio can help you overcome some of these challenges. 



Design principles



Identity choices



Entra ID? Entra ID Domain Services? 
Every deployment aspires to be 100% Entra ID, as it significantly simplifies management. However, we need to consider the following:

• FSLogix: Accounts still need to be replicated from Entra ID Domain Services, though a workaround is available: 
https://nmehelp.getnerdio.com/hc/en-us/articles/26124360018445-How-to-Use-Azure-Files-with-Entra-ID-Joined-Method-for-AVD

• GPOs or Intune: Are you ready to transition from GPOs to Intune-managed settings? (Hint: It’s a challenging process).

• Application compatibility: Do your applications rely on Kerberos authentication or other identity providers?

• Single sign-on: Is a seamless SSO experience crucial for you? If so, Entra ID Join might be the best solution.

https://nmehelp.getnerdio.com/hc/en-us/articles/26124360018445-How-to-Use-Azure-Files-with-Entra-ID-Joined-Method-for-AVD


Why not have the best of both worlds?

1. The users sign in to Windows with Windows Hello for Business by 
authenticating with Azure AD.

2. Entra ID checks for a Kerberos server key matching user’s on-premises 
AD domain and generates a partial Kerberos ticket granting ticket 
(TGT) for on-premises domain. The partial TGT contains the user 
security identifier (SID) only and no authorization data, such as 
groups.

3.  The partial TGT is returned to the client along with Entra ID Primary 
Refresh Token (PRT).

4. Client contacts on-premises AD domain controller and exchanges the 
partial TGT for a full TGT. This is the same protocol flow used today 
for Read Only Domain Controller scenarios.

5. Client has the Entra ID PRT and a full Active Directory TGT.

Ref - https://emsroute.com/2024/07/02/cloud-kerberos-trust-whfb-01/

If you configure Entra ID connect, you can sync your Active Directory to Entra ID. You can then register the session hosts in 
Intune and slowly start to migrate across to be cloud-managed. This is called Hybrid Joined. The next stage is to configure 
Entra ID Kerberos Authentication. This means that Entra ID can issue Kerberos tickets to access on-premises resources, 
such as file shares, applications, etc. and use passwordless authentication methods, including Windows Hello for Business 
or FIDO2 Security keys. 



AD or Entra ID? GPO or Intune? Or both?
Intune emerges as the future of Windows management as we 
move towards Modern Work environments. With GPOs, Active 
Directory, and ConfigMgr being phased out, it's time to adopt 
Windows in the Cloud and embrace Modern Work practices.

For those transitioning from on-premises to modern setups, 
configuring Hybrid Join is highly recommended. Hybrid Join 
allows you to manage devices using Group Policy Objects 
(GPOs) while starting to explore Intune deployments and 
policies. This gradual transition ensures a seamless shift 
towards full Intune management, making your journey to 
Modern Work smooth and efficient.



FSLogix profiles



Top tips for FSLogix 

1 Optimize storage performance: 

Plan for IOPS, not capacity. 

2 Configure the AV exclusions: Prevent 

performance bottlenecks. 

3 Monitor and analyze the performance: 

Keep an eye on your storage latency.

4 Be careful with FSLogix cloud cache… 

5 Delete unused profiles to keep 

your storage costs low. 

6 Remove unwanted folders from the profile 

by implementing FSLogix redirections. 

7 Only manage the FSLogix config settings 

in one place. Not GPO AND Nerdio—

pick one or the other.



FSLogix identity
Whether your session hosts are joined to Entra ID or Active 
Directory makes a huge difference as to how you configure 
FSLogix storage accounts.

• Always use the Premium Performance tier. It gives 
you burst IOPS.

• If redundancy is essential, use ZRS instead of LRS.

• Always tick “Assign NTFS file-level permissions”.

• Size your storage for performance, not capacity. 



FSLogix: Delete your profiles!
Whether you are using Standard or 
Premium Azure Files Storage, you 
are PAYING for what you are using. 
With Azure Files Standard, you pay 
for what you consume. For Azure 
Files Premium, you pay for what you 
provision. 

Very rarely do I see customers 
delete old profiles. It can easily save 
you 50% of your storage costs, 
which could be thousands of 
dollars. 



FSLogix identity: Entra ID only? 

cmdkey.exe /add:[[STOREAGE ACCOUNT FQDN]] /user:localhost\[[STORAGE ACCOUNT NAME]] /pass:[[STORAGE ACCOUNT KEY]]

# Check if the key exists

If (-not(Test-Path “HKLM:\Software\Policies\Microsoft\AzureADAccount”)){

#Create the key if it doesn’t exist

New-Item –Path “HKLM:\Software\Policies\Microsoft\AzureADAccount” –Force

}

#Add or modify the property

New-ItemProperty –Path “HKLM:\Software\Policies\Microsoft\AzureADAccount” –Name “LoadCredKeyFromProfile” –Value 1 –Type 
DWord -Force

It is possible to use FSLogix with Entra ID-only workaround, but I would not recommend deploying it in a large 
production environment.





VM sizing



Optimizing VM sizing 

Achieve optimal performance and usability: 

• Aim for a 2:1 user to vCPU ratio whenever possible. Many people use a 1:1 ratio, but the 
1:1 ratio ensures the best performance.

• Always use the latest generation of VMs. For instance, v5 series VMs can provide a 25% 

performance boost compared to equivalent v3 VMs, often at the same or lower cost.

Monitor key metrics:

• Actively monitor memory, CPU usage, and IOPS to ensure your hosts are performing 
optimally.

• Choose Premium SSDs if possible, as they offer burst capacity, which can significantly help 

during user logon storms.

Configure session limits:

• Set maximum session limits on your hosts to maintain performance levels, especially during 
peak usage times.





QUIZ
What can you determine from this chart?



Sizing: User density 
Azure is a consumption-based model, so you 
must ensure you are filling up your session hosts. 

What can we determine from the chart to the 
right?

Do you think we could fit more sessions on this 
host?



Sizing: Nerdio Advisor Recommendations 
The Nerdio Advisor Recommendations engine looks at your memory and CPU usage and then makes 
VM SKU recommendations to ensure you are on the most cost-effective SKU size.



Sizing: Disconnection timeouts
This was taken at 7:30 pm when all users had 
gone home. 

The customer had a three-hour disconnection 
timeout policy. Do you see what the problem is?



Sizing: Breadth or depth?
Depth mode sounds like a great idea, but if too 
many users log onto the session hosts at the 
same time, it can cause poor performance. 10 
people logging onto a session host within a one-
minute period is not going to give the user a 
good experience. 

The session limit per host is the maximum 
number of sessions per host. I commonly see 
customers pre-staging too many hosts and 
never getting to the maximum session limit, so 
ensure you are pre-staging the correct number 
of hosts to get that number higher as needed.



Cost: Log Analytics 
Log Analytics can get very expensive very quickly 
if not optimized.

Look at the counters that you will actively need 
and use.

Remove anything you don’t use, or increase the 
frequency of data collection.

In the example to the right, we can see that within 
a few clicks, we saved the customer $40,000 per 
year.



Auto-scaling
Your choice of auto-scaling can 
be a critical factor in the user 
experience and cost of the 
environment, so getting it right is 
crucial.

Make sure your base host pool 
capacity meets your minimum 
workload. Bursting takes time.

If you don’t want hosts to scale 
down during the day, set a working 
hours schedule. 

Discuss aggressiveness with the 
business.



Auto-scaling
Use pre-staging to ensure that there is 
enough capacity for the morning workload. 

Auto-scaling can take a bit of time 
between refreshes to get hosts available.

If you have weekend workloads, then you 
can leverage multiple schedules.



Auto-scaling
Leverage Nerdio’s new AI Auto-Scaling Insights feature to optimize your auto-scaling configuration. 



Image management
& applications



Image management 

• Automate, automate, automate! The more you can automate application 

deployment and image configuration, the less manual work you’ll need to do 

in the future.

• Nerdio makes it incredibly easy to automate the entire process of updating 

an image and deploying it into the host pool. However, the moment manual 

intervention is required, the efficiency of this process is compromised.

• Ideally, move all application management to the session hosts to eliminate 

the need for image management.

• If this isn't feasible, we can focus on automating image updates, which I'll 

cover in the next slide.



What have we done here?
• We've automated the deployment 

of all applications using Chocolaty 
and WinGet.

• We've configured Nerdio to delete 
the existing image and create a 
new one from the Azure 
Marketplace every month, five days 
after Patch Tuesday.

• This new image can then be used to 
automatically update your session 
hosts each month.

Congratulations! You've now fully 
automated your image and session 
host management!



Personal or Multi-Session?
Figures based on 160 hours

Number of session hosts

X10 Personal Desktops X1 Multi-Session

VM Type D2S V5 (2 Vcpu, 8GB RAM) D8S V5 (8 Vcpu, 32GB RAM)

Compute Cost £14.28 £57.13

Storage Cost £8.49 (Standard SSD) £19.17 (Premium SSD)

TOTAL COST £227.70 £76.30

Cost Per User: £22.77 £7.63

Windows 365 Cost



Streamlining application deployment

• Automating application deployment for your session hosts is crucial for 

efficiency. Nerdio allows you to import applications from SCCM and Intune, 

saving both time and effort.

• Deploying applications from Intune to multi-session hosts can be a 

challenge. Typically, single-session hosts utilize Intune, while multi-session 

hosts rely on WinGet or image-based management.

• Leverage Unified Application Management policies to automate the 

deployment process. Nerdio will power on the VMs outside working hours, 

ensuring minimal disruption.

• Refresh your hosts monthly to ensure the latest application versions are 

being deployed.





Summary and key 
takeaways



Taking time to plan in 

advance can save you 

hours, weeks, or 

months of pain. 

Summary

Test and push the 

platform to the max 

with your users. If you 

do experience 

performance problems, 

work to understand 

why.

Continually monitor and 

fine-tune your 

environment. Don’t just 

set it and forget it.

1 2 3



Any questions? 
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